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Abstract

Given a scalar random variable Y and a random vector X defined on the same probability space,
the conditional distribution of Y given X can be represented by either the conditional distribution
function or the conditional quantile function. To these equivalent representations correspond two
alternative approaches to estimation. One approach, distributional regression (DR), is based on
direct estimation of the conditional distribution function; the other approach, quantile regression
(QR), is instead based on direct estimation of the conditional quantile function. Indirect estimates
of the conditional quantile function and the conditional distribution function may then be obtained
by inverting the direct estimates obtained from either approach. Despite the growing attention to
the DR approach, and the vast literature on the QR approach, the link between the two approaches
has not been explored in detail. The aim of this paper is to fill-in this gap by providing a better
understanding of the relative performance of the two approaches, both asymptotically and in finite
samples, under the linear location model and certain types of heteroskedastic location-scale models.
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∗ We thank Blaise Melly for comments and Jana Jurečková for many useful discussions. Corresponding author: Franco
Peracchi (franco.peracchi@uniroma2.it).



1 Introduction

In this paper we consider two alternative approaches to the problem of estimating the conditional dis-

tribution of a scalar random variable Y given a random vector X when the available data are a sample

from the joint distribution of (Y, X ). One approach estimates the conditional distribution function (CDF)

F(y | x) = Pr{Y ≤ y |X = x}, y ∈ R (distributional regression or DR approach). The other approach es-

timates the conditional quantile function (CQF) Q(p | x) = inf{y ∈ R: F(y | x)≥ p}, p ∈ (0, 1) (quantile

regression or QR approach).

The CDF and the CQF are equivalent characterizations of the conditional distribution of Y given

X . In particular, if F(y | x) is continuous and strictly increasing in y , then Q(p | x) is also continuous

and strictly increasing in p. Further, for all y , p and x , Q(F(y | x) | x) = y and F(Q(p | x)) = p, that is,

each function is the inverse of the other. Given a continuous and strictly increasing estimate F̂(· | x) of

the CDF, one can then obtain an indirect estimate Q̂(· | x) of the CQF by solving the implicit equation

p = F̂(Q(p | x)) for all p and x or, equivalently, by setting Q̂(p | x) = inf
�

y : F̂(y | x)≥ p
	

. In the

unconditional case, an early example of this approach is Nadaraya (1964). Similarly, given a continuous

and strictly increasing estimate Q̃(· | x) of the CQF, one can obtain an indirect estimate F̃(· | x) of the

CDF by solving the implicit equation y = Q̃(F(y | x)) for all y and all x or, equivalently, by setting

F̃(y | x) = inf
�

p : Q̃(p | x)≥ y
	

.

Although, any estimation procedure that directly estimates the CDF can be included in the DR ap-

proach, in this paper and in most of the recent literature, the term DR refers to estimation of the CDF

at a finite number of cutoffs y1, . . . , yJ by estimating a model for the conditional mean of the binary

indicators Dj = 1{Y ≤ y j}, j = 1, . . . , J . This approach, first suggested by Foresi and Peracchi (1995),

has recently been explored by Fortin, Lemieux and Firpo (2011), Rothe (2012), Rothe and Wied (2012),

and Chernozhukov, Fernández-Val and Melly (2013).

Direct estimation of the CQF at a finite number of quantile levels p1, . . . , pJ was first addressed by

Koenker and Bassett (1978), who introduced the asymmetric LAD estimator. Since then, several gen-

eralizations and variants have been proposed,including nonparametric and semiparametric estimators,

penalized likelihood methods, methods for non identically distributed or dependent observations, iso-

tonic estimators, extremal quantile regression, and weighted quantile regression (see Koenker 2005 for

a review).

Despite the growing attention to the DR approach, and the vast literature on the QR approach, the

link between the two approaches has not been explored in detail, although some considerations on the

choice between them appear in Peracchi (2002) and Chernozhukov, Fernández-Val and Melly (2013).
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The aim of this paper is to fill-in this gap by providing a better understanding of the relative performance

of the two approaches, both asymptotically and in finite samples, under the linear location model and

certain types of heteroskedastic location-scale models.

Of course, the choice between the two approaches may be based on aspects other than their statis-

tical properties. One such aspect is possible generalization to the problem of estimating the conditional

distribution of a random vector Y . Here the CDF approach appears to be more natural. Another as-

pect is interpretability. For example, if Y is household income and X is a binary indicator representing

educational attainments (higher or lower), then the DR approach allows one to directly estimate differ-

ences across educational groups in the probability that income will fall below a given threshold. On the

other hand, the QR approach allows one to directly estimate income differences between people ranked

the same in the two groups. Thus, if the aim of the analysis is to study differences in the poverty rate

between the two groups, then the DR approach may be more natural. If the aim is instead to compare

income differentials within the two groups, then the QR approach may be more natural.

One important property that characterizes the CDF F(y | x) and the CQF Q(p | x) is monotonicity, in

y and p respectively, for all x . Thus, a relevant issue for both approaches is how to impose this property

on the estimates. For the CDF, Foresi and Peracchi (1995) propose an isotonic estimation procedure. For

the CQF, Chernozhukov, Fernández-Val and Galichon (2010) propose a method based on rearrangement

of preliminary CQF estimates. A similar approach is followed by Dette and Volgushev (2008). >From an

asymptotic perspective, the question of non-monotonicity becomes largely irrelevant, provided that both

the DR and QR estimators are consistent for the CDF and CQF respectively. This provides a justification

for focusing here on non-isotonic QR and DR estimators.

The remainder of the paper is organized as follows. Section 2 introduces our basic statistical model,

the linear location model. Section 3 compares the QR and DR estimators of the parameters of the

linear location model, focusing on their asymptotic relative efficiency. Section 4 studies the asymptotic

properties of the QR and DR estimators of the CDF and the CQF, focusing on their asymptotic relative

efficiency under the linear location model. Section 5 considers the more general class of location-scale

models. Section 6 presents the results of a set of Monte Carlo experiments. Finally, Section 7 summarizes

and offers some conclusions.
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2 The linear location model

We begin by assuming that the available data {(X i , Yi), i = 1, . . . , n} are a sample from the linear location

model

Y = α+ X>β +ωU , (1)

where β is a vector of k parameters, X is a random k-vector with finite variance, ω is a strictly positive

scale parameter, and U is a random error distributed independently of X with a smooth and strictly

increasing distribution function G. To keep notation simple, we assume without loss of generality that

ω is known and equal to one.

The CDF for this model is

F(y | x) = G(y −α− x>β) = G(γy + x>δ),

where γy = y −α and δ = −β , while the CQF is

Q(p | x) = α+ x>β + G−1(p) = ξp + x>β ,

where ξp = α+ G−1(p). Notice that ξp = α if G−1(p) = 0. In particular, ξ1/2 = α if the distribution of

U has zero median. Also notice that ∂ F(y | x)/∂ y = g(γy + x>δ) and ∂ F(y | x)/∂ x = δ g(γy + x>δ),

where g(u) = G′(u) is the density function of the error U . Thus, the linear location model (1) implies

the following relationship

−
∂ F(y | x)/∂ x
∂ F(y | x)/∂ y

= β =
∂Q(p | x)
∂ x

,

for all x , y and p. This relationship justifies the common practice of focusing attention on the slope

coefficient β , treating the intercept α as a nuisance parameter.

3 Estimating the parameters of the linear location model

The problem of estimating the vector of parameters θ = (α,β) in the linear location model (1) may

be regarded as a preliminary step towards the final goal of estimating the conditional distribution of Y

given X .

For a given cutoff y , the DR approach first obtains an estimate (γ̂y , δ̂y) of (γy ,δ) in the binary

regression model E(Dy |X = x) = G(γy + x>δ), where Dy = 1{Y ≤ y} is a 0-1 indicator. It then

estimates θ by θ̂y = (α̂y , β̂y), where α̂y = y − γ̂y and β̂y = −δ̂y . When G is known, asymptotically

efficient estimation is typically based on the method of maximum likelihood (ML). When G is unknown,

the semi-parametric method proposed by Klein and Spady (1993) may instead be used.
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For a given quantile level p, the QR approach first obtains an estimate (ξ̃p, β̃p) of (ξp,β) in the

model Q(p | x) = ξp + x>β . It then estimates θ by θ̃p = (α̃p, β̃p), where α̃p = ξ̃p − G−1(p). Notice

that the QR approach allows one to estimate the slope vector β without any knowledge of G. This is

an important advantage relative to the DR approach, where consistent estimation of β is only possible

if G is known or is replaced by a preliminary consistent estimate. Also notice that, unlike the model

parameters α and β which do not vary with y and p, the DR estimates vary with y and the QR estimates

vary with p because they are solutions to optimization problems that depend on y and p respectively.

3.1 DR approach

For a given cutoff y ∈ R, a ML estimator (γ̂y , δ̂y) maximizes the average log-likelihood

L(a, b; y) = n−1
n
∑

i=1

�

Di y ln
πi(a, b)

1−πi(a, b)
+ ln(1−πi(a, b))

�

,

where Di y = 1{Yi ≤ y} and πi(a, b) = G(a+ X>i b). If the linear location model (1) holds and n→∞

then, under mild regularity conditions, θ̂y = (y−γ̂y ,−δ̂y) is consistent for θ and the rescaled difference
p

n(θ̂y − θ ) is asymptotically Gaussian with asymptotic variance

VD(y) =
�

E wi(y)X iX
>
i

�−1
, (2)

where X>i = (1, X i), wi(y) = w(G(γy + X>i δ)) and

w(p) =
g(G−1(p))2

p(1− p)
, 0< p < 1. (3)

For example, if G is equal to the logistic distribution with zero mean and unit variance (the “logit link”

case), then w(p) = c2p(1− p), where c = π/
p

3.

3.2 QR approach

For a given quantile level p ∈ (0, 1), a QR estimator (ξ̃p, β̃p) solves the problem

min
a,b

n−1
n
∑

i=1

ρp

�

Yi − a− X>i b
�

,

where ρp(u) = u[p − 1{u ≤ 0}] is the asymmetric absolute loss function. If the linear location model

(1) holds and n→∞ then, under mild regularity conditions, θ̃p = (ξ̃p−G−1(p), β̃p) is consistent for θ

and the rescaled difference
p

n(θ̃p − θ ) is asymptotically Gaussian with asymptotic variance equal to

VQ(p) =
�

E w(p)X iX
>
i

�−1
=

1
w(p)

P−1
X , (4)
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where the function w(·) is defined in (3) and PX = E X iX
>
i . Notice that P−1 is the asymptotic variance

of the OLS estimator of θ .

The asymptotic variances VD(y) and VQ(p) look quite similar, with the function w appearing in both.

However, while VQ(p) depends on the constant weight w(p), VD(y) depends on the stochastic weights

wi(y). When β = 0, or equivalently the regression R2 is equal to 0, the two asymptotic variances

coincide as wi(y) = w(p) for all p and y such that p = G(y −α).

3.3 Relative efficiency

Consider now the performance of the QR estimator of θ relative to the DR estimator under the linear

location model (1). Since both estimators are
p

n-consistent and asymptotically Gaussian, comparison

may be based on their asymptotic relative efficiency (ARE).

Recall that if θ̂1 and θ̂2 are two
p

n-consistent and asymptotically Gaussian estimators of the same

scalar parameter θ , with asymptotic variances V1 and V2 respectively, then the ARE of θ̂2 to θ̂1 is the

ratio ARE(θ̂2, θ̂1) = V1/V2. If θ̂2 is used to estimate θ with a sample of size n, then nARE(θ̂2, θ̂1) is

approximately equal to the number of observations needed for θ̂1 to be as precise as θ̂2. The concept

of ARE extends to the k-dimensional case by taking the ratio of the determinants of the asymptotic

variance matrices raised to the power 1/k (Serfling 1980).

First notice that, from (4), the ARE of QR to OLS depends only on p and is equal to w(p). On the other

hand, the ARE of QR to DR depends not only on the error distribution in (1), but also on the distribution

of the regressors. General results are not available, so we focus on a few specific examples. We confine

attention to the case of a single regressor X and consider three distributions that are particularly relevant

in empirical applications: the Bernoulli, the uniform and the Gaussian.

1. Bernoulli regressor. If X ∼ B(µX ), the Bernoulli distribution with mean µX , we have simple closed-

form expressions for the estimators of the parameter β and for the matrix VD.

The DR estimator of β at a given threshold y is β̂y = G−1(n0y/n1)− G−1(n1y/n0), where nx y/nx

is the fraction of observations for which Yi ≤ y and X i = x , with x = 0,1. On the other hand, the

QR estimator of β at a given quantile level p is β̃p = Y 1
(p) − Y 0

(p), where Y x
(p) is the pth sample quantile

in subsample x = 0,1. Although the DR and QR estimators of β differ under the two approaches, it

is easily shown that the direct and the indirect estimators of the CDF and the CQF coincide, namely

F̂(y |X = x) = F̃(y |X = x) = nx y/nx and Q̃(p |X = x) = Q̂(p |X = x) = inf{Yi : nx ,Yi
/nx ≥ p}.
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The asymptotic variance of the DR estimator of θ under the linear location model (1) is

VD(y) =
1

w(G(γy))σ2
X





µX −µX

−µX µX + (1−µX )
w(G(γy ))

w(G(γy−β))



 , (5)

where σ2
X = µX (1−µX ) is the variance of X . Hence, the ARE of QR to DR is

ARE(θ̃p, θ̂y) =

�

|VD(y)|
|VQ(p)|

�1/2

=
w(p)

Æ

w(G(γy))w(G(γy − β))
.

In the special case when y = yp = α+ G−1(p) we have

ARE(θ̃p, θ̂yp
) =

√

√ w(p)
w(G(G−1(p)− β))

. (6)

When the function w(p) is symmetric around p = .5 and nondecreasing in the interval (0, .5), (6) implies

that ARE(θ̃p, θ̂yp
) > 1 if and only if β > 0 for p < .5, or β < 0 for p > .5. As shown in Figure 1, both

the logistic and the Gaussian distributions satisfy this condition. Other distributions share a similar

behavior, for example the Student’s t, the Laplace, the Cauchy, and the Generalized Tukey for particular

values of its parameters. In all these cases, ARE(θ̃.5, θ̂y.5
) =

p

w(0)/w(G(−β)) ≥ 1, so QR does better

than DR irrespective of β unless β = 0, in which case the asymptotic variances of the two estimators

coincide.

Notice that, in this example, the conditional distributions of Yi when X i = 0 and X i = 1 differ only in

location, not scale or shape. The general two-sample model, which may be represented as Yi = α+βX i+

Ui , where the distribution function of Ui is G0 in the subsample with X i = 0 and G1 in the subsample

with X i = 1, does not satisfy (1) unless G0 = G1. The case when G1(u) = G0(u/(1+η)) is a special case

of the linear location-scale model considered in Section 5. When G0 and G1 are fully unrestricted, the

direct and the indirect estimators of the CDF and the CQF again coincide with the empirical distribution

functions and the empirical quantile functions in the two subsamples, but identification and consistent

estimation of the slope parameter β requires additional restrictions. In the DR approach one needs

knowledge of both G0 and G1 to consistently estimate β by β̂ = G−1
0 (n0y/n0)−G−1

1 (n1y/n1). In the QR

approach, since Q(p | x = 0) = α+G−1
0 (p), while Q(p | x = 1) = α+β +G−1

1 (p), one can identify β only

if G−1
1 (p)− G−1

0 (p) is known for some p.

2. Uniform regressor. Computing the ARE of QR to OLS for non-binary regressors requires specifying the

distribution of the random error U in (1). Here and in the next example, we focus on the logit link as

the function w(p) takes a particularly simple form. Even in this case, however, a closed-form expression

for VD(y) is generally not available.
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One exception is when X is distributed as U (a, b), the uniform distribution on the interval (a, b).

The formula for VD(y) is not particularly illuminating but, when X ∼U (0,1) and α= 0, it simplifies to

VD(y) = β
2





Cy,0 − Cy,β Cy,β − ln
Gy,0

G y,β

Cy,β − ln
Gy,0

Gy,β
Cy,β + 2 ln Gy,β +

2
cβ

�

Li2(−e−c y)− Li2(−e−c(y−β))
�





−1

, (7)

where Cy,β = cβ [1−G(y−β)], Gy,β = G(y−β) and Li2(x) = −
∫ x

0 t−1 log(1− t) d t is the dilogarithmic

function.

Figure 2 shows the contour plots of the asymptotic efficiency gain of the QR estimator relative to DR

estimator as a function of both p and y . Specifically, the figure shows the contour plots of ARE(θ̃p, θ̂y)−1

when ARE(θ̃p, θ̂y) − 1 ≥ 0, and of 1 − ARE(θ̂y , θ̃p) when ARE(θ̃p, θ̂y) − 1 < 0. For example, a value

of 5 means a 500% gain in asymptotic efficiency of QR relative to DR, while a value of -5 means a

500% gain in asymptotic efficiency of DR relative to QR. The blue (orange-red) area corresponds to

the pairs of p and y values for which the QR (DR) estimator is asymptotically more efficient than the

DR (QR) estimator. The darker the color, the higher the asymptotic efficiency gain. The figure shows

that the asymptotic efficiency of QR relative to DR tends to deteriorate when either p or 1 − p are

small. On the other hand, the further away is y from the median of Y , the larger is the asymptotic

efficiency of QR relative to DR. As already pointed out, the behavior of the two estimators tends to

converge as the regression R2 tends to 0. This is highlighted in Panel (d) of Figure 2, where we plot

ARE(θ̃p, θ̂y) for R2 = 0. The curves that separate the blue and the orange-red areas, where QR and DR

respectively are more efficient, satisfy ARE(θ̃p, θ̂y) = 1 and correspond to the equations y = α+G−1(p)

and y = α+ G−1(1− p).

3. Gaussian regressor. When X is Gaussian, the asymptotic variance of DR has no closed-form expression,

not even when U has a logistic distribution, but is easily obtained by numerical methods. The results in

this case are qualitatively similar to those in Figure 2, so we do not show them here although they are

available upon request.

4 Estimating the conditional distribution

In this section, we consider the statistical properties of the DR and QR approaches when the goal is

estimating the conditional distribution of Y given X .
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4.1 DR approach

For simplicity, we focus on the logit link and denote by Λ(u) the distribution function of the unit logistic

distribution, namely Λ(u) = [1+ exp(−πu/
p

3)]−1.

The direct estimator of the CDF at a given cutoff y is F̂(y | x) = Λ(γ̂y + x>δ̂y) = Λ(x>ν̂(y)), where

x = (1, x>)> and ν̂(y) = (γ̂y , δ̂>y )
> maximizes the average log-likelihood

L(ν; y) = n−1
n
∑

i=1

�

Di y ln
Λ(X>i ν)

1−Λ(X>i ν)
+ ln(1−Λ(X>i ν))

�

. (8)

The next theorem, which establishes the asymptotic properties of the stochastic process ν̂(·) defined

on R, follows from Theorem 5.2 in Chernozhukov, Fernàndez-Val and Melly (2013). Its proofs is in

Appendix A, along with all other proofs. >From now on, all convergence results hold for n→∞.

Theorem 1 Suppose that: (i) {(Yi , X i), i = 1, . . . , n} is a sample from the joint distribution of (Y, X ); (ii)

E |X |2+ε <∞ for some ε > 0; (iii) for any y ∈ R, ν̂(y) maximizes the average logit log-likelihood L(ν; y)

on a compact subset Θ of R2; (iv) for any y ∈ R, the expected logit log-likelihood

`(ν; y) = E

�

Dy ln
Λ(X>ν)

1−Λ(X>ν)
+ ln(1−Λ(X>ν))

�

attains a unique maximum on Θ at νD(y); (v) the matrix VD(y) is positive definite for all y in a closed

interval [y , y] ofR. Then, ν̂(·) is uniformly consistent for νD(·), that is, supy≤y≤y ‖ν̂(y)−νD(y)‖= op(1).

Further, the process V−1
D (·)

p
n[ν̂(·)−νD(·)] converges weakly to a zero-mean multivariate Gaussian process

BD(·) defined on [y , y] with covariance function

ΣD(y, y ′) = E
�

ϕ(y)ϕ(y ′)XX>
�

, (9)

where ϕ(y) = c(Dy −Λ(X>νD(y))) and c = π/
p

3.

If model (1) with logistic errors is correctly specified, then the maximizer of the expected log-

likelihood `(ν; y) is equal to νD(y) = (y − α,−β>)> and the covariance function of the process in

Theorem 1 simplifies to

ΣD(y, y ′) = c2 E
�

Λ(X>νD(y))
�

1−Λ(X>νD(y))
�

XX>
�

, y ≤ y ′,

so ΣD(y, y) = VD(y)−1. In this case, the asymptotic variance of F̂(y | x) is

V (F̂(y | x)) = Λ ′(x>νD(y))
2 x>VD(y)ΣD(y, y)VD(y)x

= Λ ′(x>νD(y))
2 x>VD(y)x

= c−2 w(F(y | x))2 x>VD(y)x .

(10)

8



Because w(0) = w(1) = 0, formula (10) implies that, for all finite x , the asymptotic variance of F̂(y | x)

tends to zero as |y| →∞.

If model (1) with logistic errors is misspecified, then maximizing the expected log-likelihood `(ν; y)

gives the best logistic approximation (in the Kullback-Leibler sense) F+(y | x) = Λ(x>νD(y)) to the true

CDF. Now both components of νD(y) depend, possibly nonlinearly, on y . Clearly, F+(y | x) = F(y | x) for

all y if the logit link is correctly specified. Theorem 1 then implies that, for all x ,
p

n[F̂(· | x)− F+(· | x)]

converges weakly to a zero-mean Gaussian process defined on R with covariance function

cov(F̂(y | x), F̂(y ′ | x)) = Λ ′
�

x>νD(y)
�

Λ ′
�

x>νD(y
′)
�

x>VD(y)ΣD(y, y ′)VD(y
′)x . (11)

The indirect estimator of the CQF based on the DR approach, obtained by inverting the estimator

F̂(y | x) of the CDF, is Q̂(p | x) = min{y : F̂(y | x) ≥ p}. We also denote by Q+(p | x) the inverse of the

best logistic approximation F+(y | x) to F(y | x), namely Q+(p | x) = inf{y : F+(y | x) ≥ p}. To derive

the asymptotic properties of Q̂(p | x) we use the functional Delta-method.

Theorem 2 Suppose that the assumptions of Theorem 1 hold, and let p = F+(y | x) and p = F+(y | x). If

νD(·) is continuously differentiable on [y , y] then, for all x, Q̂(p | x) is uniformly consistent for Q+(p | x)

and the process
p

n[Q̂(· | x) − Q+(· | x)] converges to a zero-mean Gaussian process MD(· | x) defined on

[p, p] with covariance function

cov(MD(p | x), MD(p
′ | x)) = [x>ν ′D(yp)][x

>ν ′D(yp′)] x
>VD(yp)ΣD(yp, yp′)VD(yp′)x ,

where yp = α+ x>β + G−1(p), ν ′D(y) = ∂ νD(y)/∂ y, and ΣD(·, ·) is defined in (9).

Theorem 2 implies that, under the linear location model (1), the asymptotic variance of Q̂(p | x) is

equal to V (Q̂(p | x)) = x>VD(yp)x . Just like V (Q̃(p | x)), this asymptotic variance is U-shaped in p with

a minimum at p = .5 and diverges as p tends to 0 or 1. However, unlike V (Q̃( | x)), it also depends on

the model parameters through yp.

4.2 QR approach

A linear QR estimator of the CQF is of the form Q̃(p | x) = x>ν̃(p), where ν̃(p) = (ξ̃p, β̃>p )
>. Angrist,

Chernozhukov and Fernández-Val (2006) establish the asymptotic properties of the process {ν̃(p), p ∈

(0,1)} when the CQF Q(p | x) is arbitrary, not necessarily linear. Following their notation, let νQ(p) =

(ξp,β>p )
> solve the problem

min
a,b

E ρp(Y − a− X>b),

9



and let Q∗(p | x) = x>νQ(p) denote the best linear approximation to Q(p | x) (in the ρp sense). In the

special case of the linear location model (1), we have that ξp = α + G−1(p), βp = β for any p, and

Q∗(p | x) =Q(p | x). For convenience of the reader, we restate the main result of Angrist, Chernozhukov

and Fernández-Val (2006).

Theorem 3 Suppose that: (i) {(Yi , X i), i = 1, . . . , n} is a sample from the joint distribution of (Y, X ); (ii)

the conditional density f (y | x) exists and is bounded and uniformly continuous in y, uniformly in x over

the support of X ; (iii) ‖X‖2+ε < ∞ for some ε > 0; (iv) the matrix J(p) = E[ f (X>νQ(p)|X )XX>]

is symmetric and positive definite for all p in a closed interval [p, p] of (0,1). Then, ν̃(·) is uniformly

consistent for νQ(·), that is, supp≤p≤p ‖ν̃(p)− νQ(p)‖ = op(1). Further, the process J(·)
p

n[ν̃(·)− νQ(·)]

converges weakly to a zero-mean multivariate Gaussian process BQ(·) defined on [p, p] with covariance

function

ΣQ(p, p′) = E
��

p− 1{Y <Q∗(p |X )}
� �

p′ − 1{Y <Q∗(p′ |X )}
�

XX>
�

. (12)

Theorem 3 implies that, for all x ,

p
n[Q̃(· | x)−Q∗(· | x)]⇒ J−1(·)BQ(·)> x . (13)

Under the linear location model (1), the covariance function (12) simplifies to ΣQ(p, p′) = p(1 −

p′) PX , p ≤ p′, and the asymptotic variance of Q̃(p | x) is just V (Q̃(p | x)) = x>VQ(p) x . Since VQ(p) is

inversely proportional to w(p), the asymptotic variance of Q̃(p | x), viewed as function of p for x given,

is U-shaped with a minimum at p = .5 and diverges as p tends to 0 or 1.

The indirect estimator of the CDF based on the QR approach, obtained by inverting the estimator

Q̃(p | x) of the CQF, is F̃(y | x) = inf{p : x>ν̃(p) ≥ y}. We also denote by F∗(y | x) the inverse of the

best linear approximation Q∗(p | x) to Q(p | x), namely F∗(y | x) = inf{p : x>νQ(p) ≥ y}. If Q(p | x) =

Q∗(p | x) for all p, then F∗(y | x) = F(y | x) for all y . Notice that our indirect QR estimator of F(y | x)

is constructed differently from Chernozhukov, Fernàndez-Val and Melly (2013) who rely instead on the

integral transformation F(y | x) =
∫ 1

0 1{Q(u | x)≤ y} du. To derive the asymptotic properties of F̃(y | x)

we again use a functional Delta-method argument.

Theorem 4 Suppose that the assumptions of Theorem 3 hold, and let y = Q∗(p | x) and y = Q∗(p | x).

If νQ(·) is continuous on (0, 1) then, F̃(· | x) is uniformly consistent for F∗(· | x) for all x, and the process
p

n[F̃(· | x)− F∗(· | x)] converges to the zero-mean Gaussian process

MQ(· | x) =
x> J∗(· | x)−1 B∗(· | x)
µ>J∗(· | x)−1 x

10



defined on [y , y], where B∗(· | x) = BQ(F∗(· | x)), J∗(· | x) = J(F∗(· | x)) and µ = E X = (1, µ>X )
>. The

process MQ has covariance function

cov(MQ(y | x), MQ(y
′ | x)) =

x>J∗(y | x)−1ΣQ(F∗(y | x), F∗(y ′ | x)) J∗(y ′ | x)−1x

[µ>J∗(y | x )−1µ]2
.

Theorem 4 implies that, under the linear location model (1),

ΣQ(F
∗(y | x), F∗(y ′ | x)) = G(y −α− x>β)[1− G(y ′ −α− x>β)] PX , y ≤ y ′,

and

J∗(y | x) = E
�

f
�

X>νQ(F(y | x)) |X
�

XX>
�

.

Since in this case

X>νQ(F(y | x)) = α+ X>β + G−1(G(y −α− x>β)) = y − β>(x − X )

and f (y−(x−X )>β |X ) = g(y−α− x>β), it follows that J∗(y | x) = g(y−α− x>β) PX . Hence, under

the linear location model (1), the asymptotic variance of F̃(y | x) simplifies to

V (F̃(y | x)) = G(y −α− x>β)[1− G(y −α− x>β)]
x>P−1

X x

(µ>P−1
X x )2

.

Next notice that, by the inversion formula for block matrices,

P−1
X =

�

1 µ>X
µX E X X>

�−1

=

�

1+µ>XΣ
−1
X XµX −µ>XΣ

−1
X X

−Σ−1
X XµX Σ−1

X X

�

,

where ΣX X denotes the variance of X . This implies that µ>P−1
X = (1,0), so µ>P−1

X x = 1 for all x .

Therefore

V (F̃(y | x)) = G(y −α− x>β)[1− G(y −α− x>β)] x>P−1
X x . (14)

Formula (14) shows that the asymptotic variance of F̃(y | x), viewed as a function of y for x given,

has an inverted U-shape with a maximum at y = Q(.5 | x) and tends to 0 as |y| → ∞. Also notice

that, if x = µX , then µ>P−1
X µ = 1, so V (F̃(y |µX )) = G(y − α − µ>X β)[1 − G(y − α − µ>X β)]. Thus,

when x = µX , F̃(· | x) is asymptotically equivalent to the empirical distribution function based on a

random sample from the distribution of the unobservable random variable Y −α−µ>X β . However, since

x>P−1
X x ≥ µ>P−1

X µ by Cauchy-Schwartz inequality, the asymptotic variance of F̃(y | x) exceeds that of

F̃(y |µX ) for all other values of x .

11



4.3 Relative efficiency

We now compare the asymptotic efficiency of the direct and the indirect approaches to estimating

F(y | x) and Q(p | x).

First consider the case when the linear location model (1) holds. For a given quantile level p,

the asymptotic variances of the QR (direct) and DR (indirect) estimators of the CQF are, respectively,

V (Q̃(p | x)) = x>VQ(p)x and V (Q̂(p | x)) = x>VD(yp)x , where yp = α + x>β + G−1(p). The ARE of

Q̃(p | x) to Q̂(p | x) is therefore

ARE(Q̃(p | x), Q̂(p | x)) =
x>VD(yp)x

x>VQ(p)x
. (15)

Notice that this ARE is greater than one if and only if x>[VD(yp | x)−VQ(p | x)]x > 0, and that the matrix

difference VD−VQ is positive definite whenever all the eigenvalues of the matrix VQV−1
D are smaller than

one. A necessary but not sufficient condition is that det(VQV−1
D ) = ARE(θ̂yp

, θ̃p)1+k < 1.

As before, we consider the case of a single regressor X . Except for the binary regressor case, we also

assume that U has a unit logistic distribution.

1. Binary regressor. In this case, x>VQ(p)x is equal toµX/[w(p)σ2
X ]when x = 0 and to (1−µX )/[w(p)σ2

X ]

when x = 1. If yp = α+ β x + G−1(p), then γyp
= β x + G−1(p), so

x>VD(yp)x =



















µX

w
�

G(γyp
)
�

σ2
X

=
µX

w(p)σ2
X

, if x = 0,

1−µX

w
�

G(γyp
− β)

�

σ2
X

=
1−µX

w(p)σ2
X

, if x = 1.

Thus, in line with the results in Section 3.3, ARE(Q̃(p | x), Q̂(p | x)) = 1 for all p.

2. Uniform regressor. If X ∼U (0, 1), then the matrix VD(yp) takes the complicated expression (7). It is

instead easy to compute x>VQ(p)x , as

x>VQ(p)x =
E X 2 − 2xµX + x2

w(p)σ2
X

=
12(x2 − x + 1/3)

w(p)
.

Figure 3 presents the contour plots of asymptotic efficiency gain of Q̃(p | x) relative to Q̂(p | x), for three

values of the regression R2 (high, medium and low) and different values of p and x . As in Figure 2, the

blue area corresponds to pairs (p, x) for which ARE(Q̃(p | x), Q̂(p | x)) > 1, while the orange-red area

corresponds to pairs for which ARE(Q̃(p | x), Q̂(p | x)) ≤ 1. The three panels in the figure show that, as

R2 decreases, the region where ARE(Q̃(p | x), Q̂(p | x)) ≤ 1 becomes larger and larger, starting from the

12



extreme values of p, until covering the whole area when R2 = 0 (β = 0), as ARE(Q̃(p | x), Q̂(p | x)) = 1

in this case.

The maximum percentage gain of Q̃ relative to Q̂ among the three different models is around 560%

(attained when R2 = 0.9), while the maximum percentage gain of Q̂ relative to Q̃ is around 360%

(attained when R2 = 0.5).

3. Gaussian regressor. Figure 4 presents the contour plots of ARE(Q̃(p | x), Q̂(p | x)) when X ∼N (0,1).

We again consider three different values of the regression R2 and different values of p and x . As for

the case when X is uniform, the region where ARE(Q̃(p | x), Q̂(p | x))≤ 1 (white in the figure) becomes

larger and larger as the R2 decreases. Thus, the cases of X uniform or Gaussian both support efficiency

of QR relative to DR except for small value of R2 or extreme quantile levels.

Using formula (10), and rewriting (14) as

V (F̃(y | x)) = G(y −α− β x)[1− G(y −α− β x)] x>P−1
X x = g(y −α− β x)2 x>VQ(py)x ,

where py = G(y − α− β x), we get the following expression for the ARE of the estimators of the CDF

based on the two approaches

ARE(F̃(y | x), F̂(y | x)) =
x>VD(y)x
x>VQ(py)x

.

Since this expression coincides with (15) when y = yp, the ARE of F̃(y | x) to F̂(y | x) and the ARE of

Q̃(p | x) to Q̂(p | x) are the same. Thus, the performance of the direct estimator of the CDF from the

DR approach relative to its indirect estimator from the QR approach is asymptotically the same as the

performance of the indirect estimator of the CQF from the DR approach relative to its direct estimator

from the QR approach. This is a consequence of the following key result.

Theorem 5 Let F̂(y | x) be a uniformly consistent estimator of a CDF F(y | x) with a continuous density

f (y | x) and let Q̃(p | x) be a uniformly consistent estimator of the CQF Q(p | x) = F−1(p | x). Suppose

that, for all x,
p

n[F̂(· | x)− F(· | x)] converges weakly to a zero-mean Gaussian process defined on a closed

interval [y , y] of R, and that
p

n[Q̃(· | x) − Q(· | x)] converges weakly to a zero-mean Gaussian process

defined on a closed interval [p, p] of (0, 1). Let Q̂(p | x) = F̂−1(p | x) be the indirect estimator of Q(p | x)

obtained by inverting F̂(· | x) and let F̃(y | x) = Q̃−1(y | x) be the indirect estimator of F(y | x) obtained by

inverting Q̃(· | x). Then, for all x, all p ∈ [p, p] and all y ∈ [y , y] such that F(y | x) = p,

V (F̂(y | x)))
V (Q̂(F(y | x) | x)

=
V (F̃(y | x))

V (Q̃(F(y | x) | x))
= f (y | x)2. (16)
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Theorem 5 has three important implications. First, for all p ∈ [p, p] and all y ∈ [y , y] such that

F(y | x) = p,

ARE(F̃(y | x), F̂(y | x)) = ARE(Q̃(p | x), Q̂(p | x)).

Thus, the relative performance of the DR and QR approaches in estimating the CDF is asymptotically

the same as their relative performance in estimating the CQF. Consistently with this result, Azzalini

(1981) found that the approximate MSE of the direct kernel estimator F̂ of an unconditional distribu-

tion function (obtained by integrating a kernel density estimator) relative to the MSE of the empirical

distribution function is about the same as the MSE of the indirect estimator of the quantile function,

obtained by inverting F̂ , relative to the MSE of the sample quantile function.

Second, if the conditional density of Y has vanishing tails then, irrespective of the approach (either

direct or indirect), the estimator of the CDF for values of y in the tails of the conditional distribution of

Y has smaller asymptotic variance than the corresponding estimator of the CQF.

Third, for p = F(y | x), letVdir denote the asymptotic variance of the direct estimator (F̂(y | x), Q̃(p | x))

of the vector (F(y | x),Q(p | x)), and let Vind denote the asymptotic variance of the indirect estimator

(F̃(y | x), Q̂(p | x)). It follows from the asymptotic representations of
p

n(Q̂ −Q) and
p

n(F̃ − F) in the

proof of Theorem 5 that the asymptotic covariance between F̂(y | x) and Q̃(p | x)) is the same as the

asymptotic covariance between F̃(y | x) and Q̂(p | x)) for all p = F(y | x). Formula (16) then implies

that

ARE(indirect, direct) =
|Vdir |1/2

|Vind |1/2
= 1,

that is, the direct and the indirect estimators of the vector (F(y | x),Q(p | x)) are asymptotically equiv-

alent.

Now consider the case when the linear location model (1) does not hold. In this case, neither

F̂(y | x) nor Q̃(p | x) are guaranteed to be consistent. If they are not consistent then, under the as-

sumptions of Theorems 1 and 3, it follows that V (F̂(y | x)))/V (Q̂(F+(y | x) | x)) = f +(y | x)2, while

V (F̃(y | x)))/V (Q̃(F∗(y | x) | x)) = f ∗(y | x)2, where f ∗(y | x) and f +(y | x) are the conditional densi-

ties associated with F∗(y | x) and F+(y | x) respectively. These two quantities need not be the same for

all y . Thus,
V (F̂(y | x)))
V (F̃(y | x))

=
V (Q̂(F+(y | x) | x))
V (Q̃(F∗(y | x) | x))

f +(y | x)2

f ∗(y | x)2.
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5 The linear location-scale model

The linear location model (1) is one of the workhorses of empirical analysis but has the very restrictive

implication that its conditional quantiles have the same slope. Correspondingly, in the binary regression

model underlying the DR approach, only the intercept, not the slope, changes with the cutoff y .

One natural extension of model (1) is a heteroskedastic location-scale model where both the location

and the scale parameters depend on regressors. To keep thing simple, we focus on the following subclass

of location-scale models

Y = α+ Z>β + (1+ Z>η)U , (17)

where Z is a random vector whose elements are functions of X and possibly other regressors, η is a

vector of parameters such that 1+ Z>η > 0 with probability one, and U is a random error distributed

independently of Z with smooth distribution function G and density function g. Model (17), henceforth

referred to as the linear location-scale model, encompasses some of the most popular location-scale

models. The case when Z = X has been discussed extensively by Koenker and Xiao (2002). When

η= 0, we obtain the linear location model (1).

5.1 DR approach

Under (17), the binary regression model underlying the DR approach is

E(Dy | Z = z) = P
�

(1+ z>η)U ≤ y −α− z>β
�

= G

�

γy + z>δ

1+ z>η

�

.

The unknown parameters γy = y −α, δ = −β and η are typically estimated by maximizing an average

log-likelihood L(ν; y) of the same form as (8) with πi(θ ) replaced by πi(ν) = G(r(Zi ,ν)), where ν =

(γ,δ>,η>)> and r(z;ν) = (γ+ z>δ)/(1+ z>η). The following theorem establishes weak convergence

of the ML estimator of ν under model (17).

Theorem 6 Suppose that: (i) {(Yi , Zi), i = 1, . . . , n} is a sample from the joint distribution of (Y, Z); (ii)

E ‖Z‖4+ε <∞ for some ε > 0 and there exists 0 < M <∞, such that 1+ Z>η > 1/M; (iii) for all y,

ν̂(y) maximizes the average log-likelihood L(ν; y) on a compact parameter space; (iv) for all y in a closed

interval [y , y] of R, the expected log-likelihood

`(ν; y) = E

�

Dy ln
G(r(Z;ν))

1− G(r(Z;ν))
− ln (1− G(r(Z;ν)))

�

attains a unique maximum at νD(y); (v) the matrix

VD(y) =
�

E w(F(y | Z))R(y | Z)R(y | Z)>
�−1

,
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where R(y | z) = ∂ r(z;ν)/∂ ν|ν=νD(y), is positive definite for all y. Then, ν̂(·) is uniformly consistent

for νD(·) and the process
p

nV−1
D (·)[ν̂(·)− νD(·)] converges weakly to a zero-mean multivariate Gaussian

process BD(·) defined on [y , y] with covariance function

ΣD(y, y ′) = c2 E
�

F(y | Z)(1− F(y ′ | Z))R(y | Z)R(y ′ | Z)>
�

, y ≤ y ′.

Moreover, for all z, the process
p

n[F̂(· | z) − F(· | z)] converges weakly to a zero-mean Gaussian process

defined on [y , y] with covariance function

c−2w(F(y | z))w(F(y ′ | z))R(y | z)>VD(y)ΣD(y, y ′)VD(y
′)R(y ′ | z). (18)

The assumptions of Theorem 6 are the same as those of Theorem 1 except for condition (ii), which

guarantees that E ‖∂ r(Z;ν)/∂ ν||2+ε <∞ for some ε > 0 and all values of ν in the parameter space.

The proof of Theorem 6 is in the Appendix and consists of two steps. First we establish uniform con-

sistency of the regression process y 7→ ν̂(y) = (γ̂y , δ̂(y)>, η̂(y)>). Then we prove asymptotic normality

of
p

n[ν̂(y)−νD(y)] by representing it as an empirical process indexed by a Donsker class of functions.

Theorem 6 implies that the asymptotic variance of F̂(y | z) is equal to

c−2w(F(y | z))2 R(y | z)>VD(y)R(y | z).

By repeating the arguments of Theorem 2 after noting that H ′(y) = c−1w(z; r(νD(y)))ν ′D(y)R(y | z),

the asymptotic variance of the indirect estimator Q̂(p | x) is

V (Q̂(p | z)) = c2[w(p)ν ′D(yp)R(yp | z)]−2c−2w(p)2 R(yp | z)>VD(yp)R(yp | z)

= [ν ′D(yp)R(yp | z)]−2 R(yp | z)>VD(yp)R(yp | z)

= (1+ z>η)2 R(yp | z)>VD(yp)R(yp | z),

(19)

where we used the fact that, under (17), ν ′D(y) = (1, 0,0), ν ′D(yp)R(yp | z) = (1 + z>η)−1 and, if

yp =Q(p | z), then w(G(z; r(νD(yp)))) = w(p).

5.2 QR approach

The CQF for model (17) is Q(p | z) = z>νQ(p), where z = (1, z>)>, νQ(p) = (ξp,β>p )
>, ξp = α+G−1(p),

and βp = β + ηG−1(p). Notice that this function is still linear in the model parameters, but now both

its intercept and its slope vary with the quantile level p.

The asymptotic properties of the QR estimator ν̃(p), first derived by Koenker and Xiao (2002),

follow immediately from Theorem 3 by replacing X with Z and X with Z = (1, Z>)>, and by letting
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J(p) = g(G−1(p))K(η), where K(η) = E[(1+ Z>η)−1ZZ>]. Thus, ν̃(·) is uniformly consistent for νQ(·)

and the process J(·)
p

n[ν̃(·) − νQ(·)] converges weakly to a zero-mean multivariate Gaussian process

with covariance function

ΣQ(p, p′) = E
��

p− 1{Y <Q(p |Z)}
� �

p′ − 1{Y <Q(p′ |Z)
�

ZZ>
�

= p(1− p′) PZ , p ≤ p′,
(20)

where PZ = E ZZ>. The asymptotic variance of the direct estimator Q̃(p | z) = z>ν̃(p) of Q(p | z) is

therefore V (Q̃(p | z)) = w(p)−1z>K(η)−1PZ K(η)−1z.

Since ∂ z>νQ(p)/∂ p = (1+z>η)/[g(G−1(p))] under model (17), Theorem 4 implies that the indirect

estimator F̃(y | z) is
p

n-consistent for F(y | x) and asymptotically normal with asymptotic variance

V (F̃(y | z)) =
F(y | z)(1− F(y | z))

(1+ z>η)2
g

�

y −α− z>β
1+ z>η

�2

z>J∗(y | z)−1 PZ J∗(y | z)−1z.

In particular,

J∗(y | z) = E
�

f
�

νQ(F(y | z))Z | Z
�

ZZ>
�

= g

�

y −α− z>β
1+ z>η

�

K(η),

and therefore

V (F̃(y | z)) =
F(y | z)(1− F(y | z))

(1+ z>η)2
z>K(η)−1PZ K(η)−1z

=
w(F(y | z))

c2(1+ z>η)2
z>K(η)−1PZ K(η)−1z,

where again c2 = π2/3.

5.3 Relative efficiency

It follows from the results in Section 5.1 and 5.2 that, under the linear location-scale model (17), the

ARE of Q̃ to Q̂ and the ARE of F̃ to F̂ are again the same, namely

ARE(Q̃(p | z), Q̂(p | z)) = ARE(F̃(yp | z), F̂(yp | z))

= w(p)
(1+ z>η)2 R(yp | z)>VD(yp)R(yp | z)

z>K(η)−1PZ K(η)−1z
.

As an illustration, consider a stratified population where the conditional variance of Y given a scalar

regressor X is different between groups but constant within group. To fix the ideas, consider the case

of only two groups and write the model as

Y = α+ βX + (1+ηW )U , (21)
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where W is a binary indicator equal to zero if a population unit belongs to the first group and to one if

it belongs to the second group. Theorem 6 applies directly to model (21) and, in this case,

R(y | x , w) =
1

1+ηw





1
−x

−r(z;ν(y))w



 .

Figure 5 presents the behavior of the ARE when α = 0, β = 3.364, and X and W are independent

distributed, respectively as U (0, 1) and B(.5), for different values of p, x , w and η. The panels in the

figure show the contour plots of ARE(Q̃(p | x , w), Q̂(p | x , w))− 1 when ARE(Q̃(p | x , w), Q̂(p | x , w))> 1,

and of 1− ARE(Q̂(p | x , w), Q̃(p | x , w)) when ARE(Q̃(p | x , w), Q̂(p | x , w)) ≤ 1. As for Figures 3 and 4,

the blue (orange-red) area corresponds to the pairs of p and x values for which Q̃ (Q̂) is asymptotically

more efficient than Q̂ (Q̃). The darker the color, the higher the asymptotic efficiency gain. For all the

values of w and η, the contour plots show a bimodal pattern of the asymptotic efficiency gain for certain

values of x and p.

6 Monte Carlo results

In this section we present the results of a set of Monte Carlo experiments aimed at exploring the finite

sample performance of estimators obtained under the DR and the QR approaches. We consider the

linear location model (1) and the grouped-heteroskedasticity model (21), both with α = 0, a single

regressor X and U unit logistic. To keep things simple, we only present the results for the case when

X ∼U (0,1). The results for the case when X ∼N (0,1) are qualitatively very similar and are available

upon request. For each Monte Carlo experiment, we generate 1,000 samples of increasing size (n =

100, 500, and 2,500).

The direct estimate of the CQF is first computed at a grid of equally spaced points P = {p1, . . . , pJ},

where J increases with the sample size. For the linear location model, we set J = 39 when n = 100,

J = 78 when n = 500, and J = 156 when n = 2,500. Thus, we allow J to increase approximately

with the square root of the increase in n. The estimate of the CQF at any arbitrary point p ∈ (p j−1, p j),

j = 2, . . . , J , is then obtained by linear interpolation.

Similarly, the direct estimate of the CDF is first computed at a grid of points Y = {y1, . . . , yJ},

where y j = Q(p j | x) depends on both p j and x . The estimate of the CDF at any arbitrary point y ∈

(y j−1, y j), j = 2, . . . , J , is then obtained by linear interpolation. Finally, the indirect estimates of the

CDF and the CQF are defined as F̃(y | x) = min{p ∈ (p1, pJ ): Q̃(p | x) ≥ y} and Q̂(p | x) = min{y ∈

(y1, yJ ): F̂(y | x)≥ p}.
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6.1 Linear location model

We consider three different choices for the slope parameter β , namely β = 10.392, 3.464 and 1.155.

Since β and the population regression R2 are linked through the relationship β2σ2
X = R2/(1−R2), these

three values correspond respectively to a high (.90), medium (.50) and low (.10) value of the R2.

The panels in Figure 6 show the Monte Carlo root mean squared error (RMSE) of, respectively, the

direct estimator Q̃(p | x) and the indirect estimator Q̂(p | x) of the CQF for different sample sizes and

different values of x (columns) and β (rows). For simplicity, we only present the results for R2 equal to

.90 and .10, and for x equal to the upper and lower quartiles of X . Not surprisingly, the RMSE falls with

n for both estimators and, viewed as a function of p, has a U-shaped profile with a minimum around

p = .5, in line with the asymptotic results.

The panels in Figure 7 show the Monte Carlo RMSE of, respectively, the indirect estimator F̃(y | x)

and the direct estimator F̂(y | x) of the CDF for different sample sizes and different values of x (columns)

and β (rows). The RMSE again falls with n for both estimators and, viewed as a function of y , has

an approximately bell-shaped profile with a maximum around the median of Y , also in line with the

asymptotic results.

Table 1 presents the ratio of the Monte Carlo MSE of the direct estimator Q̃(p | x) to that of the

indirect estimator Q̂(p | x) for different values of p and different sample sizes, while Table 2 presents

the ratio of the Monte Carlo MSE of the indirect estimator F̃(y | x) to that of the direct estimator F̂(y | x)

for different values of y and different sample sizes. Each table is divided in nine blocks, corresponding

to various combinations of x and β . Both tables show that, for all sample sizes, the relative efficiency

of QR to DR decreases with the value of the R2, in line with the asymptotic results in Section 4. Further,

except possibly for the case when n = 100, the ratio of Monte Carlo MSE’s and the ARE have roughly

the same profiles as functions of p.

6.2 Grouped heteroskedasticity

In this case we generate the data from model (21) with W = 1{X > .4}, so grouping depends on X . For

comparability, we choose the same values of β as in Section 6.1. We consider three different choices

for the parameter η, namely .633, .354 and .08. These values are chosen to attain specific values of

the variance of (1 + ηW )U which is just equal to the ratio of the variances of the unobservables in

the heteroskedastic and the homoskedastic model. Since W and U are independent and U has unit

variance, the variance of (1 + ηW )U is equal to 2 when η = .633, to 1.50 when η = .354, and to

1.10 when η = .08. To prevent the squared bias from becoming the dominant part of the MSE, we set
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the number of grid points in P and Y to be twice the number of points used for the linear location

model. Although P and Y have the same number of grid points, the contribution of the squared bias

to the MSE is about twice larger for DR estimators compared to QR estimators, a phenomenon that also

occurs in the pure location model. This suggests that, in order to keep the bias down, the DR approach

requires a finer grid than the QR approach. For each point in Y , we use the method of ML to obtain

a DR estimator of α, β and logη, and then invert the estimate of logη to guarantee that the resulting

estimate of η is strictly positive.

The panels in Figures 8 and 9 show the Monte Carlo RMSE of Q̃(p | x , w), Q̂(p | x , w), F̃(y | x , w) and

F̂(y | x , w) for different sample sizes and different values of x (columns) and η (rows). For simplicity,

we only present results for the intermediate case of β = 3.464. Results for the other values of β are

available upon request. The profiles of the RMSE of both the direct and the indirect estimators of the

CQF and the CDF are similar to those for the location model but, all else being equal, their values are

generally larger. This is especially true for the DR estimators, due to the extra variability caused by

estimation of the additional parameter η.

Table 3 presents the ratio of the Monte Carlo MSE of the direct estimator Q̃(p | x) to that of the

indirect estimator Q̂(p | x) for different values of p and different sample sizes, while Table 4 presents

the ratio of the Monte Carlo MSE of the indirect estimator F̃(y | x) to that of the direct estimator F̂(y | x)

for different values of y and sample sizes. Each table is divided in nine blocks, corresponding to various

combinations of x and η. For simplicity, we only present results for the intermediate case of β = 3.464.

Both tables show that, compared to the linear location case with the same sample size and the same

values of x and β , the relative efficiency of the QR approach is greatly reduced, especially when x is

equal to the median of X .

Finally Figure 10 shows Monte Carlo 90% pointwise confidence bands for F(p | x), based on F̂(y | x)

and F̃(y | x) respectively, for increasing sample sizes (from lighter to darker color) and different values of

x . Each band is constructed by taking the smallest interval that contains 90% of the estimates of F(y | x)

resulting from a particular Monte Carlo experiment. The solid line inside each band is the true value of

the CDF. Figure 11 presents the corresponding Monte Carlo 90% pointwise confidence bands for Q(p | x)

based on Q̂(p | x) and Q̃(y | x). The four panels of each figure correspond to various combinations of β

and η. The figures nicely show how the Monte Carlo confidence bands cover the population feature of

interest and how they shrink as the sample size increases from n= 100 to n= 500.
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7 Conclusions

This paper compares the statistical properties of the DR and the QR approaches to estimating the con-

ditional distribution of Y given X . While the DR approach provides a direct estimate of the CDF, the QR

approach derives an indirect estimate by inverting its estimate of the CQF. Similarly, while the QR ap-

proach provides a direct estimate of the CQF, the DR approach derives an indirect estimate by inverting

its estimate of the CDF.

If interest focuses on the parameters of an underlying linear location model for Y , then we show

that no approach dominates the other. The DR estimator is asymptotically more or less efficient than

the QR estimator depending on the cutoff y , the quantile level p, and the R2 of the underlying linear

location model. In general, given y , its asymptotic relative efficiency tends to be higher for quantile

levels near 0 or 1. Given p, it tends to be higher for cutoff values near the center of the distribution of

Y . It is generally greater than 1 when p is near the boundaries of the unit interval, y is near the median

of Y , and the R2 is small.

If interest focuses instead on estimating the conditional distribution of Y then the two approaches

tend to behave very similarly when the regression R2 is small, as expected from the results for the

unconditional case. We show that, under the linear location model, as the R2 increases, the QR approach

is generally more efficient than the DR approach except for quantile levels near 0 or 1. When the R2

is large, the QR approach actually outperforms the DR approach except for extreme quantile levels.

Under the kind of heteroskedasticity considered in this paper, however, the relative efficiency of the QR

approach is greatly reduced and may actually be reversed, especially when the CDF and the CQF are

estimated at values of x near the center of the distribution of X .

More generally we show that asymptotically, if the models for the CDF and the CQF are correctly

specified, then the performance of the direct estimator of the CDF relative to its indirect estimator is the

same as the performance of the indirect estimator of the CQF relative to its direct estimator. In other

words, the relative efficiency of the DR and QR approaches in estimating the CDF is asymptotically the

same as their relative efficiency in estimating the CQF. Further, the direct and the indirect estimators of

the vector (F(y | x),Q(p | x)) are asymptotically equivalent whenever p = F(y | x).
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Figure 1: ARE(θ̃p, θ̂OLS) for different error distributions in the linear location model. The parameters
for the generalized Tukey distribution are (a): λ3 = −.25; (b): λ3 = .25; (c): λ3 = .75.
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Figure 2: Contour plots of ARE(θ̃p, θ̂y) − 1 (blue area) and 1 − ARE(θ̂y , θ̃p) (orange-red area) in the
linear location model with α = 0 and X ∼ U (0,1) for different values of the regression R2. Panel (a):
R2 = .90; Panel (b): R2 = .50; Panel (c): R2 = .10. Panel (d): R2 = 0.
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Figure 3: Contour plots of ARE(Q̃(p | x), Q̂(p | x))−1 (blue area) and 1−ARE(Q̂(p | x), Q̃(p | x)) (orange-
red area) in the linear location model with α = 0 and X ∼ U (0,1) for different values of p and x and
three values of the regression R2. Panel (a): R2 = .90; Panel (b): R2 = .50; Panel (c): R2 = .10.

Figure 4: Contour plots of ARE(Q̃(p | x), Q̂(p | x))−1 (blue area) and 1−ARE(Q̂(p | x), Q̃(p | x)) (orange-
red area) in the linear location model with α = 0 and X ∼ N (0,1) for different values of p and x and
three values of the regression R2. Panel (a): R2 = .90; Panel (b): R2 = .50; Panel (c): R2 = .10.
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Figure 5: Contour plots of ARE(Q̃(p | x , w), Q̂(p | x , w))−1 (blue area) and 1−ARE(Q̂(p | x , w), Q̃(p | x , w))
(orange-red area) in the linear location-scale model with α= 0, β = 3.364, X ∼U (0,1) and W ∼B(.5)
for different values of p, x , and w and three values of η. Panel (a): η= 0.63, w= 0; Panel (b): η= 0.35,
w = 0; Panel (c): η = 0.08, w = 0; Panel (d): η = 0.63, w = 1; Panel (e): η = 0.35, w = 1; Panel (f):
η= 0.08, w= 1
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A Proofs

Proof of Theorem 2

The proof uses the functional Delta method. Recall that, given two normed space D and E, a map

τ: D 7→ E is Hadamard differentiable at H ∈ C ⊂ D if there exists a continuous linear map τ′H : D 7→ E

such that r−1
n [τ(H + rnZn)−τ(H)]→ τ′H(Z) for all rn→ 0 and all Zn→ Z such that H + rnZn ∈ C . Let

Hn be a sequence of stochastic processes in D, and let the function H ∈ C be such that rn(Hn−H)⇒ Z ,

where Z is stochastic process in C . If τ is Hadamard differentiable, then rn[τ(Hn)−τ(H)]⇒ τ′H(Z).

In our case, for any given x , let Hn(y) = F̂(y | x) = Λ(x>ν̂(y)) and H(y) = Λ(x>νD(y)), and let

τ be the inverse map τ(H)(p) = H−1(p) = inf
�

y : Λ(x>νD(y))≥ p
	

, which satisfies τ(H(y)) = y .

The map τ is Hadamard differentiable because νD(y) is a differentiable function of y and Λ(x>ν) is a

differentiable function of ν. The derivative of τ at H tangentially to C[0,1] is

MD = τ
′
H(Zx) = −

Zx(H−1)
H ′(H−1)

,

where Zx(y) is the zero mean Gaussian process with covariance function given by (11) and

H ′(y) =
∂Λ(x>νD(y))

∂ y
= Λ′(x>νD(y))x

>ν ′D(y)

= cΛ(x>νD(y))[1−Λ(x>νD(y))] x
>ν ′D(y)

= c−1 w(H(y)) x>ν ′D(y).

Therefore,

τ′H(Zx) =
c Zx(H−1)

w(H(H−1))ν ′D(H−1)x
. (22)

It then follows that the covariance function of the process MD is

cov(MD(p), MD(p
′)) =

c2 w(p)w(p′) x>VD(H−1(p))ρQ(p, p′)VD(H−1(p′))x

c2 w(p)w(p′) x>ν ′D(H−1(p)) x>ν ′D(H−1(p′))
, (23)

where ρQ(p, p′) = ΣD(yp, yp′) and H−1(p) = yp.

In particular, under the linear location model (1), νD(y) depends on y only through γy = y −α, so

x>ν ′D(y) = 1 and ρQ(p, p′) simplifies to

ρQ(p, p′) = E
�

c2
�

1{Y ≤ H−1(p)} −Λ(γyp
+δ>X )

��

1{Y ≤ H−1(p′)} −Λ(γyp′
+δ>X )

�

XX>
�

= E
�

c2
�

Λ(γyp
+δ>X )−Λ(γyp

+δ>X )Λ(γyp′
+δ>X )

�

XX>
�

,

with p ≤ p′. Therefore, in this case, ρ(p, p) = E[w(H−1(p))XX>] = VD(yp)−1 and the asymptotic

variance of Q̂(p | x) simplifies to V (Q̂(p | x)) = x>VD(yp)x .
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Proof of Theorem 4

The proof follows the same arguments as the proof of Theorem 2.

For any given x , let Hn(p) = x>ν̂(p), H(p) = x>νQ(p) and Z(·) = x>J−1(·)B(·). Let τ be the

inverse map τ(H)(y) = H−1(y) = inf
�

p : x>νQ(p)≥ y
	

, which satisfies τ(x>νQ(p)) = p for all p.

Because νQ(p) is differentiable in p and H is linear in x , τ is Hadamard differentiable and its derivative

at H, tangentially to C = C[a, b], is

MQ = τ
′
H(Z) = −

Z(H−1)
H ′(H−1)

(see Lemma 3.9.23 in van der Vaart and Wellner 1996). Moreover,

H ′(p) =
∂ x>νQ(p)

∂ p
= x>J(p)−1µX .

Therefore

τ′H(Z) = −
Z(H−1)

x>J(H−1)−1µX
= −

x>J(H−1)−1B(H−1)
x>J(H−1)−1µX

. (24)

Proof of Theorem 5

For notational convenience, we drop the x argument in the CDF and the CQF, their estimates and the

related limiting Gaussian processes, and simply write F(y) = F(y | x), Q(p) = Q(p | x), and so on. We

denote by ZF the limiting Gaussian process of
p

n(F̂ − F) and by σ2
F its variance function. Similarly, we

denote by ZQ the limiting Gaussian process of
p

n(Q̃−Q) and by σ2
Q its variance function.

The functional τ(F) = F−1 is Hadamard differentiable since F is continuously differentiable. Then,

following the same arguments as in the proofs of Theorems 4 and 2,

p
n[τ(F̂n)−τ(F)] =

p
n(Q̂n −Q)⇒−

ZF (F−1)
F ′(F−1)

.

Consequently, V (Q̂n) = σ2
F (F

−1)/F ′(F−1)2 and

V (F̂n(y))

V (Q̂n(p))
=

σ2
F (y)

σ2
F (Q(p))/ f (Q(p))2

(25)

Similarly, the fact that

p
n[τ(Q̃n)−τ(Q)] =

p
n(F̃n − F)⇒−

ZQ(Q−1)

Q′(Q−1)
= −ZQ(F) f (Q(Q−1))

implies that V (F̃n(y)) = f 2σ2
Q(F(y)) and

V (F̃n(y))
V (Q̃n(p))

=
f (y)2σ2

Q(F(y))

σ2
Q(p)

(26)

Finally, setting p = F(y) in (25) and (26) gives the result.
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Proof of Theorem 6

Uniform consistency.

Because of assumption (ii) and of of ln(1+ x)≤max(ln2, ln(2x)),

E
�

�

�cDy r(Z;ν)− ln(1+ ecr(Z;ν))]
�

�

�<∞,

where c = π/
p

3. Next we show that L(ν; y) = `(ν; y) + op(1) uniformly in (ν, y) ∈ Θ × R. This

is because L(ν; y) = `(ν; y) + op(1) for all fixed (ν, y), by Khintchine law of large numbers, and the

process

(ν, y) 7→ L(ν; y) = n−1
n
∑

i=1

�

cDi y r(Zi;ν)− ln(1+ ecr(Zi ;ν))]
�

is stochastically equicontinuous.

In fact, for every (ν, y) and (ν′, y ′),
�

�L(ν; y)− L(ν′; y ′)
�

�

≤ c

�

�

�

�

�

1
n

n
∑

i=1

(Di y − Dy ′,i)r(Zi;ν)

�

�

�

�

�

+c

�

�

�

�

�

1
n

n
∑

i=1

Dy ′,i

�

r(Zi;ν)− r(Zi;ν
′)
�

�

�

�

�

�

+

�

�

�

�

�

1
n

n
∑

i=1

ln

�

1+ ecr(Zi ;ν)

1+ ecr(Zi ;ν′)

�

�

�

�

�

�

≤ c sup
ν∈Θ

E |r(Z;ν)|EZ |P(Y ≤ y | Z)− P(Y ≤ y ′ | Z)|(1+Op(n
−1/2)) +

+c E |r(Z;ν)− r(Z;ν′)|(1+ op(n
−1/2)) +

1
n

n
∑

i=1

�

�

�

�

�

ln

�

1+ ecr(Zi ;ν)

1+ ecr(Zi ;ν′)

�

�

�

�

�

�

≤ c
�

sup
ν∈Θ

E |r(Z;ν)|EZ |P(Y ≤ y | Z)− P(Y ≤ y ′ | Z)|+ E |r(Z;ν)− r(Z;ν′)|
�

(1+Op(n
−1/2))

+c
1
n

n
∑

i=1

Λ(r(Zi;ν
′))

�

�

�

�

�

∂ r(Zi;ν
′)

∂ ν

>

(ν− ν′) +O(‖ν− ν′‖2)

�

�

�

�

�

.

where the last inequality follows from the Taylor expansions:

log
�

1+ ecr(Zi ;ν)
�

= log
�

1+ ecr(Zi ;ν
′)
�

+
∂

∂ ν
log

�

1+ ecr(Zi ;ν)
�>
(ν′ − ν) +Op

�

‖ν′ − ν‖2
�

= log
�

1+ ecr(Zi ;ν
′)
�

+
Λ′(r(Zi;ν

′))
1−Λ(r(Zi;ν′))

∂ r(Z;ν′)
∂ ν

>

(ν′ − ν) +Op

�

‖ν′ − ν‖2
�

.

>From this chain of inequalities we get
�

�L(ν; y)− L(ν′; y ′)
�

�

≤ c sup
ν∈Θ

E |r(Z;ν)| sup
z
|F(y | z)− F(y ′ | z)|(1+Op(n

−1/2)) +

+c E

�

�

�

�

�

∂ r(Z;ν′)
∂ ν

>

(ν− ν′) +O(‖ν− ν′‖2)

�

�

�

�

�

(1+ op(1)).
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Given stochastic equicontinuity, the fact that `(ν, y) reaches its maximum at νD(y)while L(ν̂(y), y)≥

L(νD(y), y)− op(1) implies that oP(1) ≥ `(νD(y), y)− `(ν̂(y), y) > 0. If that was not true, in fact we

could find, for an arbitrary large n, a constant C > 0 such that `(νD(y), y)− `(ν̂(y), y)> C that would

imply

C + oP(1)≤ `(νD(y), y)− `(ν̂(y), y) = L(νD(y), y)− L(ν̂(y), y) + oP(1)

that contradicts L(ν̂(y), y)≥ L(νD(y), y)−op(1). Uniform consistency of ν̂(·) then follows from Corol-

lary 3.2.3 in van der Vaart and Wellner (1996).

Asymptotic normality. First of all, under the assumptions of Theorem 6 the classe of functions D =

{Dy = 1{Y ≤ y}, y ∈ R} is a Donsker class.

Let the parameter space Θ be decomposed in Θ = Θ1 × Θ2, with (γ,δ) ∈ Θ1 and η ∈ Θ2. The

class F1 =
�

γ+ z>δ, (γ,δ) ∈ Θ1

	

is a VC-class of functions because the subgraphs are given by the set

{z : γ+z>δ ≤ t} for t ∈ R and (γ,δ) ∈ Θ1 is a class of half-lines with VC-index equal to k+2, where k is

the dimension of the vector of regressors z (see van der Vaart and Wellner 1996, Chapter 2.6, Problems

and Complements No. 14). By Theorem 2.6.7 in van der Vaart and Wellner (1996), if F is a square

integrable envelope function for F1, the covering numbers of F1 are bounded above by

N(ε‖F‖2,F1, L2(P))≤ Kε−4,

where K only depends on the dimension of z. This implies that the entropy condition
∫ δ

0

Æ

ln N(ε‖F‖2,F1, L2(P))dε <∞

is satisfied, so F1 is a Donsker class.

Similar considerations hold for the class F2 =
�

1+ z>η, η ∈ Θ2

	

. Moreover, assumption (ii) im-

plies also that 1/F2 is Donsker (Example 2.10.9 in Van der Vaart and Wellner, 1996) and allows to

apply Corollary 2.10.13 of Van der Vaart and Wellner (1996) and to conclude that the class R =
�

r(Z;ν), ν= (γ,β>,η>)> ∈ Θ
	

=F1/F2 is also Donsker.

Since 1/F2 is Donsker, the class {z>/F2} is also Donsker if E |Z |4 <∞. The class F 2
2 is Donsker

because F2 satisfies the uniform entropy bound and E |Z |4 <∞. Therefore, by (ii), also z · F1/F 2
2 is

a Donsker class because the envelope M2 z · F is square integrable. This implies the class

∂ (R) =
§

r ′(ν; Z) =
∂ r(Z;ν)
∂ ν

, ν ∈ Θ
ª

=
�

(1+ z>η)−1(1,−z>,−z>r(z;ν)), ν ∈ Θ
	

to be Donsker. Therefore Donsker classes are also Λ(R)∂R = {Λ(r(Z;ν)) ν ∈ Θ} because Λ(R) is

Lipshitz continuous, and {D −Λ(R)} by the permanence of the Donsker property.
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Finally, the product of the Donsker class ∂R with the bounded class {D −Λ(R)} gives the Donsker

class Ψ = {ψ(ν, y) =
�

1{Y ≤ y} −Λ(r(Z;ν))
�

r ′(Z;ν),ν ∈ Θ, y ∈ R}.

The mapping (ν, y) 7→ n−1/2
∑

i(ψi(ν, y) − Eψ(ν, y)) is stochastically equicontinuous over R2k+2

with respect to the pseudometric d
�

(ν, y), (ν′, y ′)
�2
= E ‖(ψ(ν, y)−ψ(ν′, y ′))‖2. Further, supy ‖ν̂(y)−

νD(y)‖= op(1) because of convergence with respect to the pseudometric

sup
y

d
�

(νD(y), y), (ν̂(y), y)
�2
= op(1).

We conclude that

Un

�

ψ(ν̂(y), y))
�

= Un

�

ψ(νD(y), y))
�

+ op(1) in l∞(R),

where where Un indicates the empirical process Un( f ) =
p

n
�

n−1
∑

i f (X i)− E f (X )
�

and l∞(R) is the

set of uniformly bounded real functions on R.

By a Taylor expansion of E[ψ(y,ν)]ν=ν̂(y) around νD(y),

E[ψ(y ,ν)]ν=ν̂(y)

= E[ψ(νD(y), y)] +
∂

∂ ν

�

E[ψ(y,ν)]ν=νD(y)
	

(ν̂(y)− νD(y)) + op(‖ν̂(y)− νD(y)‖)

=
�

−VD(y)
−1 + op(1)

�

(ν̂(y)− νD(y)).

The first order condition for ν̂(y) and the fact that E |Z |4+ε <∞ imply that n−1/2
∑

i Ψi(ν̂(y), y) =

op(1), so
op(1) =

�

VD(y)
−1 + op(1)

�p
n(ν̂(y)− νD(y))

> +Un(ψ(ν̂(y), y))

=
�

VD(y)
−1 + op(1)

�p
n(ν̂(y)− νD(y))

> +Un(ψ(νD(y), y)) + op(1).

and the empirical process Un(ψ(νD(y), y)) converges to a Gaussian process with mean zero and covari-

ance function ΣD(y, y ′).

Asymptotic normality of the CDF estimator. A Taylor expansion of F̂(y | x) = Λ(r(z; ν̂(y))) around νD(y)

gives

F̂(y | x)−Λ(r(z;νD(y))) = Λ
′(r(z;νD(y)))r

′(z;νD(y))
>(ν̂(y)− νD(y)) + op(1),

so

p
n
�

F̂(y | x)−Λ(r(z;νD(y)))
�

= Λ′(r(z;νD(y)))R(y | z)> VD(y)Un

�

−ψ(νD(y), y)
�

+ op(1).

that finally implies the result.

41


