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Lecture 1

The cointegrated VAR Chapter 5.3 and 5.4 pp.48-58

o Integration and Cointegration
@ The error correction model

o Granger Representation Theorem
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Integration

Assume in the following ¢&; i.i.d.(0,Q)), and C; decreasing exponentially
Definition 1. x; integrated of order 0, /(0), if xx = C(L)e;, with

C(1) #0
x¢ integrated of order 1, I(1), if Ax; = C(L)e;, with
C(1) #0, Axt is 1(0)

1 XOt:éZOtNI(O) ( )—1#0, (X0t2€0t—80t 1 hot /(0))

1
2 Xlt—nglt i~ 1(0), |o| < 1,C(2) Zp e
3 xpe = 282,' ~1(1),Ax; = &2t = C(L)er; C(z) =1
=1
X1t Y€ )
()= (e, )~
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Cointegration

Definition 2. If x; is /(1), and B'x; is stationary, then x; is cointegrated
with cointegration vector B.

Examples
t
X1t = a 281:' e~ I(1), Axie = agr +€2r — €21
i=1
t
x¢ = b 281,' +eg,e-1~ (1), Axpr = bere + €201 — €202
i=1
a 1—z
x¢ ~ (1) because Ax; = C(L)es; C(z) = < b (1-2)z )

and C(1) # 0 but singular. Now consider bxy; — axp; = bear — agpr—1 is
stationary and therefore x; is cointegrated with B = (b, —a)’.
Note that a = 0 means that xj; is stationary.
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The Error Correction Model

xr = Ilixe—1 +1oxi—o +PD; + &
xe —xe—1 = (IIh + 1o — ) xe—1 + o (xe—p — x¢—1) + PD; + &
AXt = HXt_]_ + r]_AXt_]_ —+ q)Dt + &t

Note that
(z) = I, — 2Ty — 2T, = (1 — 2)l, — 1z — T1z(1 - 2)
If T1(z) has unit root, then
TI(1) = —IT = —ap,

for some & and B of dimension p X r and rank r < p
Error Correction Model:

ECM : Ax; = af'xe -1+ T1Ax; 1 + PD; + ¢,
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Granger Representation Theorem

(From AR to MA Chapter 5.3 and 5.4, pp 84-88))

Question: /f the VAR has unit roots and the other roots are larger than
one, what is the moving average representation?
Error correction formulation :
k—1
Ax; = “,B/Xt—l + Z [iAx: i+ €
i=1
k=1 .
(z) = 1-—2)lb—ap'z—) (1-2)2'T;
i=1
/(1) condition :
det(Tl(z)) = 0= z=1lor|z|>1

k—1
I = I~ Y.T;, det(aTB,)#0
i=1
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The Granger Representation Theorem

det(I1(z)) = 0= z=1lor|z|>1

k—1
I = I,— Y Ti, det(a,TB,)#0
i=1

Theorem: If [(1) condition is satisfied then

— )1 Yz2) = (1—2z)Z' )= —— Y
(1—2)IT" (2) C—l—i;oC, (1—2z)z" or IT7*(2) 1_ZC—I—§)C,Z

and the solution of the ECM is

t o]
xx=CY &+ Cei+A BA=0, where C=p («,TB ) 'a,

i=1 =0
1. Axe is 1(0): x¢ is 1(1)
2. B'x; is stationary: x; has r = rank(B) cointegrating or long-run
relations
3. There are p— r = rank(a|) common trends &', Y i_; €
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An example of the solution

Axie = w1(x1p—1 — x0e—1) + €1t
Axpr = ap(x1p-1 — xot—1) + €2¢

Subtracting we find an AR(1) process

Alxae —xor) = (a1 —a2)(xae—1 — xoe—1) + €1r — €24
X1t — Xt = Z(l-l—le —a2)"(e1e—j — €2e-1) (= y)
i=0

which is stationary if |1+ a1 — as| < 1.
Note that the /(1) condition involves

= ()= () e=( )

n, = ( &1 ),ﬁl:<1),lez,och,BL:vc1—(x27é0

Note: For a1 = anr we get /(2
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An example of the solution cont’

Similarly we find a random walk (common trend)

o Axyr — &1AXpr = &p€1r — K1€2t
t
MoX1e — M1xpr = Mpx10 — M1x0 + ) (w2€1i — a1€) (= S)
i=1
X1t — Xor = Yy (stationary cointegrating relation)
1
X1t = 7<5t - 0‘1%)
X — 1
1
X0t = 7(5} - “2}’t)
Ko — X1

Thus if |1+ a3 — ap| < 1 then

1. x1+ — Xo; Is stationary

2. 0ox1: — ®1Xpt is random walk

3. x is /(1)

4. x; cointegrated with cointegration vector (1, —1).
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The movement of two cointegrated processes

~Yt

Figure: The process x; = [mf, y{] is pushed along the attractor set by the
common trends and pulled towards the attractor set, sp(f ), by the adjustment
coefficients
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An example of a simple model

1

Axip = —Z(Xlt—l - X2t71) + €1t
1

AVOTIEES Z(Xltfl — Xpt—1) + €2t

gives /(1) integration and cointegration
(I+a1—ar=1-}-1=1<1)
Another example

1

Axiy = Z(Xltfl — X0t—1) + €1t
1
Axoy = _Z(Xlt_l - X2t—1) + &t
is explosive and not cointegrated (1 +a7 —ap =1+ % + % = % > 1)

1 . . .
A(xit —xp¢) = E(xlt,l — xpt—1) + €1t — €2¢, implies that x1; — xp¢ explosive
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A strange example

1 9

Axiy = Z(Xlt—l - th—l) + Zszt—l + €1t
1

Axyy = _Z(Xlt_l — Xpt—1) + €2t

is /(1) and cointegrated.
The sign of the adjustment is not intuitive
The processes do not adjust properly, yet are /(1).

_,_1 1,_9 _
det(H(z))zdet(l z—37 37— 32(1 Z)>:o

ZZ _ZZ

implies |z| > 1orz=1and &' TS, #0.
Cointegration is a system property and requires a careful analysis of the
characteristic polynomial.
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Conclusion:

The cointegrated vector autoregressive model

k—1
AXt = (X(‘B/thl - ‘Bo) + Z 1—‘/'Axtfl' + &t
i=1

is a dynamic stochastic model for all the variables, that allows the
simultaneous modelling of the long-run relations g'x = B, and the
adjustment towards the disequilibrium errors.

1. The long-run relations 'x = B, define the attractor set

{x € RP|Cx = a(B'a) By} = {x|B'x = By}
the set of equilibria or steady states. The coefficients are long-run
elasticities.
2. The adjustment coefficients « define the direction of adjustment, the
"pulling forces’
3. The common trends are given by a', Y !_, ¢ define the 'pushing forces’
The Granger Representation Theorem gives the solution of the

autoregressive equations and is useful for deterministics,and asymptotics
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LECTURE 2

The Cointegrated VAR. Chapter 6.1 and 6.2 pp. 93-99

e A Constant and Linear Term in the AR(1) model and in the
VAR
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A Constant and Linear Term in the AR(1) model and in

the VAR

A simple example
Ve =t+u+u, Ur = pur—1 + &, et i.i.d.N(0,0?)
lag equation one period, multiply by p and subtract
yi = qyt+pu—+u, and yr1 = y(t—1)+u+ urg,
—pye1 = yt+u—py(t—1) —pp+ (ur—pura)
yo = pyeatr(l—p)t+pr+ (1 —pute

Yt = biyr1+bot+by+e (if p=1, we have Ay; = v+ ¢)
b1 = P:bl
by =y(1—p) 2-(0 # 1)
bo = pr+ (L—pl | p= "R é’;“’,; 22 (p # 1)

Thus a "regression with autocorrelated errors" is the same as a "regression
on lagged dependent variable"
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The linear 'innovation term’

Model
k—1

Axe = af'xe—1+ ) Tilxe—i + (o + iyt + €¢)
i=1

Granger Representation Theorem

t 00
xe = C) (ei+pg+ui)+ ) Gleeitpg+pu(t—i)+A C=p, (&
i=1 i=0

Thus in the process we have

Quadratic trend, 3 Cp;t? in general

If ', u; =0, only linear trend, (Cpy+ Yi2g Ciuy)t

If u, =0, still linear trend, Cp,t, but B'x; no trend because B'C =0
If 4, =0, &', piy = 0 no linear trend but constant term Y C/

If u; = puy = 0 (no deterministics).

AR
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Expectations of stationary processes Ax; and B'x;

t © 0
Xt = CZE[“FCyot"i_zci*gt—i—i_zci*nuo—i_A
i—1 i=0 i=0

=

Ax; = Cer+ Cug+A)_ Creeiimplies E(Axe) = Cy
i=0

AXt = 06‘3/th1 + ‘MO + &
E(Mx) = aE(B'xe-1) +Hy
Crg = aE(B'xc—1) + By implies E(B'xc—1) = —(B'a) "' B'pg

Axi — Cpy = (X(ﬁlxtfl - —(ﬁlf")_lﬁlﬂo) + &
N —_—

growth rate disequilibrium mean
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The 'linear additive term’

Xt = To+ Tit+ y:

k—1
Ay: = aplyia+ Z Lidyr—i+ &
i=1

k—1
AXt —T1 = OC,B/(thl — T — Tl(t — 1)) + E F/AXt_; — F,’Tl + &
i=1
In "innovation’ form with &', yi; =0
k—1
Axe = af'xe—1+ Y Til\xe—i+ g+ ppt + &
i—1

1

k-1
po = ap'(ti—70)+ (=) T))m
i=1

i = —ap'Ty
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Other deterministics

The 'innovation” dummy

1,t=t
dr = L{t—p) = { ;

0,t# ty
Model
k—1
Axy = “,B/Xt’—l + Z I'iAx_; + Pd; + ¢
i=1
GRT

t [=S)
xt=C)Y (ei+@di)+ ) Ceri+Pdei) + A
i=1 i=0

The deterministic part of x; is

t e}
Cco Z di + Z C,-*CDdt_,' = Cq)l{tZto} + C:—toch{tZto}
i=1 i=0
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The "additive’ dummy

Xt
Ayt

Ax; — ¢d{t:t0}

AXt

‘Pd{tzto} ez
k—1

aflyi1+ Y Tibye_i+e
i=1
ap’ (xe-1 — 4’d{t712t0})
k—1
+ (Tidxe—;j — ri¢d{t—i:to}) + &
i=1
k—1
oc,B'xFl + E FiAxe—j — “.B,‘Pd{t—lzto}
i=1
k—1

TPdii=r) — Z Ligpde sy + et
i=1

Note the many lagged dummies.
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Conclusion:

The Granger Representation Theorem
t =)

Xt = C2(£’+y0+yll)+ECI*(Et*’—i_]/[O—'_yl(t_l))—'_A'
i=1 i=0

¢ = :BJ_(D‘/ir‘BJ_)_I‘X/i' BA=0

gives the solution of the autoregressive equations and is useful for
understanding the role of deterministic terms.
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Lecture 3

Identification problems Chapter 12:1,2,3

Axi = af'xe—1 + T1Ax—1 + ODy + &, & i.i.d. (0,Q)

Structural form:

ADxy = aPp'xe—1+A1Dxe—1 +®D; +¢f, e iid. (0,X)
a = A, Ap = al;, ® = Ay®, & = Age;, T = AQA;

Note that f is the same but coefficient to /S/t_lx, Ax¢_1, Dt have changed
Therefore

1. First identify the long-run parameter B by suitable restrictions (can be
done in reduced form). Then a, 'y, @, () are identified

2. Next identify the short-run parameters (Ag, a, A;, ®, X)

3. If need be identify the shocks
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Definition of identification

DEFINITIONThe vector B is identified by restrictions R{B; = 0 if there is
no linear combination ) /_; a;B; satisfying the restrictions
R{Y.i_, aiB, =0, other then if 3; =0,/ =2,...,r

Three concepts

1. generic identification (mathematical)
2. empirical identification (statistics)

3. economic identification (economics)
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The rank condition

|dentifying restrictions on

B = (Higy, ..., Hy¢,) or RIB; =0,i=1,..., r

The rank condition (Abraham Wald) for identification of B, by Ry in the
system is that the matrix

R{,B = (R{.Br R{ﬁ2' s R{:Br)
has rank r — 1, or if the r X r matrix ,B'RlR{ﬁ has rank r — 1

rank(B'RiR{B) = r — 1.

If there is an (a1, ..., a,) for which R{Ba = 0, we consider the vector
B: = By + Xi—1 aif; = B, + Ba. If B is identified, then
a; =0,i=2,...,r, which shows that a is unique and that

rank(R{p) = r — 1.
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An example 1

-deposit -bond\/
Xt:(mgyytflAptvltp llton)v r:2

We want to identify the two relations as
1. One relation has homogeneity between money and income
2. Another has coefficient to inflation rate zero

(1,1,0,0,08, = 0
(0,0,1,0,08, = 0

Blxe = P1ymi — P11ye + P13Bp: + 4’14} P+ ysipn
P ML+ Goo¥i + OAP: + oy iy ™ + iy

or
1 0 0O 11
-1 0 0 O —¢q;
51 = 0100 ¢, = $13
0 010 14
0 0 01 $15
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An example 2

Check identification: apply Rf = (1,1,0,0,0) and R}, = (0,0,1,0,0) to 8

g = ( P11 — P11 P13 Pras Pis )
¢21' 4)22' O' ¢24' (P25

RiB = (0,¢,, +¢,,) rank 1 (in general)
RyB = (¢13.0) rank 1 (in general)

Both are identified generically. (Only if ¢;; = 0, the second is
unidentified and only if ¢,, + ¢,; = 0 the first is unidentified)
Empirical identification involves showing that, for a given data set, that in

fact ¢,; # 0 and ¢y, + P,5 #0

Economic identification involves "making sense" of these relations
The first has interpretation that velocity is a function of Ap, itdep., jbond
The second is just a relation between the variables (mf, y!, i%PoS't  jbond)
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Another criterion

Another condition for generic identification (independent of the parameter)
is that B, is generically identified in the system of (B;, B,, B;) if

rank(R{H,) > 1,rank(R{H;) >1
rank(Ry(Ha, H3)) > 2

THEOREM If B,,..., B, are identified by m; restrictions on f3;, then
—2log Q(B = (Hi¢p;. ..., H,¢,)) converges in distribution to a x?
distribution with f = Y/_; (m; — r + 1) degrees of freedom.
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An example (page 213)

P11 —Bun 0 By —Pi Bii(mi—y{)+ ,512(";jep
B'x: = 0 By P 0 Py |xe= Boryi + Blpe + By
0 0 0 B3 Pa ﬁ31’fept + Bayif®
RIH; rij Ri(HjHm) rijm
1.2 3 1.23 3
1.2 1
2.1 2 2.13 2
2.1 1
3.1 1 3.12 3
3.2 2
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B
Rith = R{(O,,le.ﬁ22,0,,323) = ( 52 ) : rank(RiHz) =3

Pos
1321

R{(H2,H3)(P = ( ﬁ22 ) . rank(R{(Hg,H3)) =3
1531—’_:323—'_1332
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Asymptotic distribution of the identified

Let r = 2 and assume f is identified by normalization and linear
restrictions B = (h1 + Hipy, ho + Hap,).

THEOREM In the model without deterministic terms where €; are i.i.d.
(0,Q)), the asymptotic distribution of

retp-m= (5w ) (76) =7 (ki)

is given by

(Hl 0 )(puHing p1H{GHo )( H{folG(dvl))

0 H P HGHL py HyGH, HﬁfolG(dVﬂ

where
T V25, % G=CW, TS G=C [} WWduC',

V=a'Q7'W=(V,Vn), p; =0 "a;

The estimators of the remaining parameters are asymptotically Gaussian
and asymptotically independent of .
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An illustration of mixed Gaussian inference 1

An illustration of the mixed Gaussian distribution in cointegration.

X1¢ = Oxor—1 + €14,
AXQt = &2¢.

where €; not only i.i.d. but also €;; and &,; independent then the
maximum likelihood estimator satisfies

T T
A 1 X1eXot-1 Yoi—1 €1eX0t-1
V=57 2 ~“0+57 5
Yie=1X5¢_1 Yit=1X3p_1

The distribution of @ conditional on the regressor {xy:} is
N(©,0%/ Y153, ;). Hence 8 is mixed Gaussian with mixing parameter
1/ 1 x3, |, and hence has mean 0 and variance 02E(1/ Y ]_; x3, ;).
Inference is x°.
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An illustration of mixed Gaussian inference 2

When constructing a test for 8 = 8y we do not base our inference on the
Wald test

N N

0—0 6—0

Jvar®)  JE@/TLi%,)

but rather on the Wald test which comes from an expansion of the
likelihood function and is based on the observed information:

. 6—0 , (1)
\/ ‘AT%/ Zthl X22t—1

which is distributed as N(0,1). Thus we normalize by the observed
information not the expected information often used when analyzing
stationary processes.
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Plot of joint distribution of estimator and information

Theta_ML

Figure: The joint distribution of § and the observed information
(Z,’Tzl x22t71/?72) in the model x1; = Ox0;_1 + €, and Axp; = €t
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Conclusion

The identification problem for 8 is solved as the classical identification
problem by the rank criterion. Various forms of identification were
discussed and another criterion for identification, which does not depend
on parameters, was given. A few comments on the application of the
mixed Gaussian distribution for inference were given.
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