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Example II:

Sensitivity of matching-based 

program evaluations to the 

availability of control 

variables



Introduction (1)

> Many papers use matching methods that rely on very 

informative data (VID) to remove selection bias

> VID are costly (data collection, data manipulation)

> No consensus what VID means in practice



Introduction (3)

> If researchers can influence the data collection process 

(successfully) matching may be the method of choice

> If so, which control variables are required for a 'sufficiently' 

unbiased matching estimate of the effect of German 

(European?) labour market programs? 

> How sensitive are the results to the omission / inclusion of 

particular groups of variables?



Literature on required control variables for m…

> Treated and controls from same labour market

• Friedlander, Robins (1995), Heckman and Smith (1999)

> Recent unemployment history & transitions between employm., UE, OLF

• Heckman, Ichimura, Smith, Todd (1998), Heckman, LaLonde, Smith (1999), 

Heckman, Smith (1999), Dolton, Smith (2010)

> Pre-treatment outcome (incl. some of the prev. variables)

• Mueser, Troske, Gorislavsky (2007)

> All variables measured in the same way for treated and controls

• Heckman, Ichimura, Todd (1997)

> Each papers focuses on particular variables, none has all of them (omitted 

variable bias)



Literature on required control variables … (2)

> Which are the methods used by these papers to judge 

whether these factors play a role?

1) Upps-they-are-different method

Include specific variables and find that results change

(problematic if some other groups of variables are left out)

2) Experimental estimate as benchmark



Alternative: Experiments as benchmark

> Exam.: LaLonde ('86), Dehejia, Wahba ('99), Smith & Todd ('05)

> Advantage: If experiment went well, unbiased estimate of truth

> Disadvantages

• Comparison seems only possible in the US 

Lack of relevant experiments in Europe 

But US programs, assignment rules, and UI insurance are hardly 

comparable to the European setting

• Available experiments may be very old and no longer relevant

• Experimental groups too small 

Lots of sampling noise  lack of power

• No sufficiently informative observational data base available 

that could be matched to the experimental data



Strategy of this paper to improve on this literature

> Large and very informative data which contains not only a 

particular dimension, but all relevant dimensions 

(improved German administrative data)

> Typical program types with 'standard' selection     

(Training and job search assistance)

> Common outcomes (employment, earnings)

> Vary informational content (add & remove blocs of variables)

> Compare results of 'standard estimation' & use EMCS approach

> But: No true experimental benchmark to define the 'truth'



Implementation

1. Evaluation as in Lechner/Miquel/Wunsch (LMW, JEEA 2011) 

with new comprehensive data

- starting from full model remove blocs of variables

- starting from parsimonious model add blocs of variables

- check specifications from well-published studies

2. Simulation based on real data and full model as DGP (EMCS):

same exercise as before but

- shut down potential unobserved heterogeneity

- use nonparticipants: true effect is zero 

- analyze how strength of selection affects potential biases



Programs considered

> Idea: Use standard programs

> Job search assistance (JSA)

• Counselling services, referral to vacancies, availability checks, 

one-day trial internship, job search training

> Training (TR)

• Occupational skills training, skill upgrading, programs that 

combine workplace and class-room training

• Planned duration of up to 6 months



Data

> German administrative data 1990-2006

• 2% random sample of all employees subject to social insurance

• employers social insurance records 1990-2006

• register of benefit recipients 1990-2006

• jobseeker register 2000-2006

• register of program participants 2000-2006

• additional firm specific information from (100%) population

> Rich set of regional characteristics for the 439 German districts



Details

> West Germany only   (different and non-standard situation in E.G.)

> Entries in UE between April 2000 and December 2002

> Eligible prime age workers

> Treatment definition as in LMW (JEEA 2011)

• Non-participant

not having joined any program 1 year after begin of UE

still unemployed at random start date (drawn from distribution of respective comparison 

program)

• Participants: Joining JSA / Training in the 1st year of UE

> Estimator as in LMW (JEEA 2011)

• Regression adjusted radius matching (best in Huber, Lechner, Wunsch, 2010)

> Inference based on bootstrap (and simulations) with 499 replications



Sample sizes

> Gender and program-specific analysis

• different selection process

• different effects

> Different sample size for non-participants due to random start dates



Selection into programs

> Eligibility

• Qualify for UI or unemployment assistance

> Caseworker (according to the legal rules)

• Jobseekers employment prospects

• Qualification needs

• Chances of successful completion of the program

• Local labour market conditions

> Job seeker (rational behaviour)

• Employment and earnings prospects with / without the program

• Cost in terms of effort, time and lost leisure

• Risk of benefit sanction of non-compliance

• May extend or renew UI eligibility



Split covariates in 14 blocs (1)



Split covariates in 14 blocs (2)
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Selection: Descriptive statistics (2)



Selection: Descriptive statistics (3)

> Overall

• Selection is substantial but not extreme 

• Positive selection for training



Selection model: The propensity score

> 165 variables in the probits

> All blocs of variables are jointly significant given the other 

variables of the model (Wald-tests)

> Same is true for regressions / probits of the outcome equation



Implementation (1)

> Use full specifications 

• remove single blocs 

• remove groups of blocs of related variables

> Use baseline specification

• add blocs of variables

• add groups of blocs of related variables

> Compare full specification with (approximations to) specifications used in 

the literature

• Sianesi (2004), Mueser, Troske, Gorislavsky (2007), LaLonde (1986), Dehejia, 

Wahba (1999), Heckman, Smith (1999), Dolton, Smith (2010)

> 57 specifications



Implementation (2)

> Need benchmark to compare estimates

> Option 1: Results of full model

• very realistic

• estimates are noisy  conclusions become noisy 

• sampling uncertainty not of much interest in our comparison, 

because other researchers may have larger (smaller) samples

• inference with 499 bootstrap samples



Implementation (3)

> Option 2: Placebo data

• simulate treatment among controls using estimated propensity 

score

• true value is zero

• procedure is repeated 500 times  measure of uncertainty

> Sometimes we have to use regressions to better understand 

implications of the 57 results
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Results (1): Conditional bias due to omitting blocs



Results
Regression analysis of placebo data

> Every single bloc does not lead to major bias 

• although it could be 'non-small' (health, info about current UI 

spell)

> Omitting  several blocs may lead to substantial biases

> Biases more pronounced for cumulative outcomes

• they include lock-in effect as well



Results (2): Conditional bias due to omitting blocs



Results (3): Conditional bias due to omitting blocs



Results: Other studies

> Training

• All studies appear to be too optimistic

• Problem most severe for cumulative outcomes

• Dolton & Smith (2010) most problematic

> Job search assistance

• Difference less severe, but they are still there

> All studies emphasizing the problem of omitted variables 

suffer from omitted variable bias



Conclusions

> Confirmation of what has been identified by literature as 

important variables (on top of standard demographics)

• pre-treatment outcomes (Mueser, Troske, Gorislawsky, 2007)

• transitions between labour market states (many studies)

• flexible modelling of labour market history (Dolton, Smith, 2010)



Conclusions

> Other factors

• Health

• Short and long run labour market history in many dimensions 

(earnings, type of job, olf, etc.)

• Information on last employer in many dimensions

• Timing of UE & program

• Information on current UE spell in general

• Information on previous employment spells in general



Conclusions

> However, given typical sample sizes, whether these factors 

lead to a significantly different effect cannot be answered in 

general

> MSE: Although samples are not small, sample uncertainty may 

also be an important concern

• For our sample sizes, investing in getting larger samples is 

probably at least as important as investing in getting more 

informative data

• This conclusion might change if selection would be stronger 
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